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Work Experience  

Aug 2024  –  Present   Machine Learning Research Scientist, Meta, Sunnyvale, U.S. 

• Developing ML models with the upstream representation learning team.  

June 2022 –  Aug 2022  Applied Deep Learning Research Intern, NVIDIA, Santa Clara, U.S.  

• Developed deep learning models for optimizing EDA flows.  

July 2015  –  Aug 2019  Co-founder and Team Lead, Cloud V, Egypt  

• Developed online digital design IDE with collaboration and project management.  

Jan 2018  –  July 2019   Senior Technical Consultant, Efabless, U.S.  

• Developed tools and infrastructure for hardware design and synthesis.  

July 2017  –  Dec 2017   Backend and AI Developer, The D. GmbH, Egypt  

• Developed the backend and the chatbot of CUJU mobile application.  

Aug 2015  –  Sep 2015   Software Engineering Intern, Mentor Graphics, Egypt  

• Designed xtUML models and xtUML to Symbolic Analysis Laboratory model compiler.  

Dec 2014  –  Aug 2015   Undergraduate Teaching Assistant, AUC, Egypt  

• Explained and helped the students with the following courses:  Mobile Applications, 

OOP, Assembly Language, and Calculus.  

Education  

2019 – 2024  Ph.D., Computer Science, Brown University  

• Research Assistant at Brown’s SCALE lab.  

• Research areas: Machine Learning, EDA, Compiler Design, Efficient AI, Parallel Programming, 

Combinatorial Optimizations, Number Theory. 

2019 – 2023  M.Sc., Computer Science, Brown University  

2012 – 2017  B.Sc, Computer Engineering, American University in Cairo 

Featured Projects  

2024    PoliTune  

• Developed a framework and datasets for instilling and evaluating political bias in large language 

models (LLMs). Presented at the 7th AAAI/ACM Conference on AI, Ethics, and Society (AIES-24).  

github.com/scale-lab/PoliTune 

2024    MTLoRA  

• Designed a novel Multi-Task Learning (MTL) framework that uses Low-Rank Adaptation (LoRA) to 

mitigate gradient conflicts in MTL models. Presented at CVPR 2024.  github.com/scale-lab/MTLoRA 

2022 GraPhSyM, NVIDIA  

• Developed Graph Attention Network model for design metrics estimations for NVIDIA’s 

optimization frameworks. Presented at ICCAD 2023. arxiv.org/abs/2308.03944  

2020 EDAV: EDA Viewer  

• Built an open-source online hardware design renderer using WebGL: edaviewer.com. 

2019 OpenPhySyn  

• Developed and maintained an open-source physical optimization engine. Presented at 2020 

Workshop on Open-Source EDA Technology (WOSET). github.com/scale-lab/OpenPhySyn 
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2017 AutoARC  

• Developed a complete system for automating custom process package generation, including 

hardware description, assembler, simulator, and IDE using a simple ISA descriptor.   

2016 Spycrafter, Embedded Systems Project  

• Developed an embedded system of synchronized robots for area navigation & mapping.  

• Won the best project in Microsoft’s Embedded Day 2016.  

2015 Icarus  

• Developed a fault-tolerant distributed system for steganography encrypted image sharing.  

2014 NAgiza Gaming Console  

• Developed Gaming console ISA built on FPGA with an online assembler using Verilog and JavaScript.  

2011 3D Modeling Portfolio  

• Designed a modeling portfolio including Characters modeling and animation, architectural 

previsualization, Automotive modeling, and Interior modeling.  

Technical Skills  

Programming Languages: C/C++, Python, Go, Javascript, Verilog, CUDA, Tcl, MIPS, Ruby, PHP, Java, and Solidity.   

Frameworks: Tensorflow, PyTorch, Node.js, Django, Ruby on Rails, React.js, Android, and Qt C++.  

Databases: SQL (MySQL, Microsoft SQL, PostgreSQL), NoSQL (MongoDB), GraphQL, and Redis.  

Tools & Infrastructure: MLIR & Compiler Design, Triton, Docker, DevOps, Serverless Architectures, and JIRA.  
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